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Introduction:
The potential capabilities of generative artificial intelligence (AI) tools have been relatively unexplored, particularly in the realm of creating personalized
statements for medical students applying to residencies. This study aimed to investigate the ability of generative AI, specifically ChatGPT and Google
BARD, to generate personal statements and assess whether faculty on residency selection committees could evaluate differences between real and AI
statements.

Methods:
15 REAL personal statements were used to generate 15 unique and distinct personal statements from ChatGPT and BARD each, resulting in a total of 45
statements. Statements were then randomized, blinded, and presented to a group of faculty reviewers on residency selection committees. Reviewers assessed
the statements by 14 metrics including if the personal statement was AI-generated or real. Comparison of all metrics was performed.

Results:
Faculty correctly identified 88% (79/90) real statements, 90% (81/90) BARD and 44% (40/90) ChatGPT statements. Accuracy of identifying REAL and
BARD statements was 89%, but this dropped to 74% when including ChatGPT. Additionally, the accuracy did not increase as faculty members reviewed
more personal statements (AUC 0.498, p=0.966).

BARD performed poorer than both REAL and ChatGPT across all metrics (p<0.001). Comparing real with ChatGPT, there were no difference in most
metrics, except for Personal Interests, Reasons for Choosing Residency, Career Goals, Compelling Nature and Originality, and all favoring the real personal
statements (p=0.05, p=0.028, p=0.015, p=0.001, p=0.001, respectively).

Discussion:
Faculty members accurately identified real and BARD statements, but ChatGPT deceived them 56% of the time. Although AI can craft convincing
statements that are sometimes indistinguishable from real ones, replicating the humanistic experience, personal nuances and individualistic elements found in
real personal statements is difficult. Residency selection committees might want to prioritize these particular metrics while assessing personal statements,
given the growing capabilities of AI in this arena.

Significance/Clinical Relevance:
With the rise of generative artificial intelligence tools, the potential for its use in crafting personal statements for medical residency has not been previously
studied. ChatGPT was able to craft convincing personal statements which were at times indistinguishable from real ones, though individualistic elements
were difficult to replicate.
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